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Abstract

We develop a numerical method for computing the sound generated

by unsteady low speed 
ows in two space dimensions. Direct solutions of

the aerodynamic sound generation problem can pose computational dif-

�culties because the acoustics and the 
uid 
ow vary on di�erent time

and length scales. Our approach is to compute the acoustic waves sepa-

rately from the 
uid motion. The procedure is based on an asymptotic

decomposition by Klainermann and Majda, who represent aerodynamic

sound as a correction to the incompressible component of a 
uid 
ow.

The acoustic correction satis�es a system of partial di�erential equations;

our work focuses on the numerical solution of these acoustical equations,

and a numerical technique for coupling the acoustics and the incompress-

ible 
ow. The sounds generated by various con�gurations of vortices are

computed.
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1 Introduction

One of the primary problems in the computation of acoustic signals induced
by low Mach number 
uid motion is the presence of phenomena occuring on
di�erent scales. In low Mach number 
ows, the 
uid 
ow velocity is much
less than the speed of sound. In addition, the scale of the vortical structures
which produce sound are often much smaller than the acoustic wavelength.
Thus, one must choose time and spatial discretizations that will simultaneously
resolve the fast-traveling sound waves and the �ne scale vortex motions. Such
restrictions may render direct numerical solution of the slightly compressible
problem infeasible. To overcome the di�culties caused by these disparities in
scales, we may compute the 
uid motion using the incompressible equations and
then recover the acoustics by an auxiliary computation. This is the basic idea
behind approaches to aeroacoustics suggested by Lighthill [1], Powell [2], and
many others ([3]{[8]).

In our work we have undertaken to develop an approach to computing acous-
tic signals in the 
ows, by separating the 
uid 
ow into the incompressible com-
ponent and the acoustics. The theoretical foundation for this work is provided
by an asymptotic expansion due to Klainermann and Majda [10] [11]. In their
decomposition, the slightly compressible 
ow �eld is represented as an incom-
pressible 
ow plus an acoustical correction. Klainermann and Majda have shown
that the acoustical correction satis�es a system of linear hyperbolic equations
whose coe�cients are functions of the incompressible 
ow variables.

In section 2, we summarize the derivation of the equations of acoustics. Our
numerical method is presented in sections 3 and 4. Computational results are
presented in section 5.

2 Formulation

We brie
y outline the derivation of the acoustics equations described in Klainer-
mann and Majda [11]. Consider the equations of isentropic inviscid compressible

ows

�t + v � r�+ �r � v = 0; (1)

�(vt + v � rv) +rp = 0; (2)

with initial conditions

�(x; 0) = �0(x); v(x; 0) = v0(x):

Here v is the compressible velocities, � is the 
uid density, and p is the pressure.
The pressure and the density are related by the equation of state

p = p(�):
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Here we shall assume that the 
uid is an ideal gas, that is,

p = �
 ;

where 
 is the ratio of the speci�c heats.
We shall non-dimensionalize these equations by a change of variables: scale

the variables by �m = maxx �0(x), jvmj = maxx jv0(x)j, and let

~v =
v

jvmj
; (3)

~� =
�

�m
; (4)

t0 = jvmjt: (5)

Dropping the tilde's and reverting to the unprimed independent variables, we
have

pt + v � rp+ 
p(�)r � v = 0 (6)

�(vt + v � rv) +
1

M2
rp = 0 (7)

with the initial conditions

p(x; 0) = p0(x); v(x; 0) = v0(x):

Here M is the Mach number, de�ned as

M =

1=2jvmj

(dp=d�)j�m
1=2

: (8)

It is essentially the ratio of the 
ow speed and the sound speed.
The equations of inviscid, incompressible 
ow are

�0(v
1

t + v1 � rv1) +rp1 = 0; (9)

r � v1 = 0; (10)

with initial conditions

p1(x; 0) = p10 (x); v1(x; 0) = v10 (x):

Here p1, v1 are the incompressible velocities and pressure, respectively, and
�0 is the density, which is a constant. It has been shown (for example, in [10])
that, in the singular limit as M goes to zero in (6), (7), we obtain (9), (10). We
are interested in the case M � 1.

Klainermann and Majda [10] [11] have shown that the total pressure and
velocity may be expanded about the incompressible velocity v1 and the constant
equilibrium pressure P0:

p = P0 +M2(p1 + p1) +O(M3); (11)

v = v1 +Mv1 +O(M2); (12)
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where (p1; v1) satisfy

�0(v1t + v1 � rv1 + v1 � rv
1) +

1

M
rp1 = 0; (13)

p1t + v1 � rp1 + 
P0
1

M
r � v1 = �(p

1

t + v1 � rp1); (14)

with initial conditions

p1(x; 0) = p01(x) � p1(x; 0);

v1(x; 0) = v01(x):

In general, (p1; v1) may contain very fast acoustical oscillations.
In 
ows where the above asymptotic expansions above are valid, the pressure

variations should be much less than the velocity variations for all time. In
particular, the initial conditions for the compressible Euler's equations must
satisfy

p(x; 0) = P0 +O(M2);

v(x; 0) = v10 (x) +O(M);

r � v10 (x) = 0

in order for v ! v1 uniformly as M ! 0.
Note that when the incompressible 
ow is identically zero, equations (13)

(14) are reduced to the classical wave equations

v1t +
1

M
rp1 = 0;

p1t +
1

M
r � v1 = 0;

with the appropriate initial conditions.
The asymptotic approach described above is not very di�erent from those

commonly used in the aeroacoustics community. Typically, one would start
from the classical wave equation with a source term, derived from the equations
of compressible 
ows by Lighthill [1]:

@2

@t2
�� c2r2� =

@2

@xi@xj
�vivj :

Various approximations of the source term can be made, then an \exact" so-
lution may be found, usually in the far �eld, by using Green's functions. For
example, in isentropic 
ow, one commonly used solution is due to Powell [2] :

p(x; t) =

Z
G(x; x0; t; t0)Q(x0; t0)d3x0dt0;
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where

Q = ��0r � (! � v1)� (
1

c2
@2

@t2
�r2)(

�0jv
1j2

2
);

and ! is the vorticity. Using singular perturbation techniques, Crow [4] has
shown that, to the highest order, the source of aerodynamic sound can be written
in terms of the incompressible part of the 
ow. The equations (13) (14) can in
fact be written as a wave equation for p1, with a source term that approximates
Lighthill's source term above to O(M2). This could be seen by substituting the
asymptotic expansions (11) and (12) into Lighthill's wave equation (properly
nondimensioned), and comparing the result with the corresponding source term
in (13) (14) (see [12] for detail).

3 Algorithm Design

To solve the equations of slightly compressible 
ow directly using an explicit
�nite di�erence method, one must choose time steps according to the Courant-
Friedrichs-Lewy (CFL) condition, Essentially, this condition implies that for
numerical stability waves cannot travel more than one grid cell per time step.
When compressible 
ow velocities are much less than the sound speed, the
fastest moving waves are the acoustic waves. In such cases one must use a
time step on the order of the ratio of the spatial discretization to the sound
speed. With regard to resolving the 
uid motion, this time step would be
excessively small, and would make simulations of low speed compressible 
ow
computationally expensive.

In Klainermann and Majda's asymptotic expansions, the fast-moving part
of the slightly compressible 
ow, or the acoustics, has been separated from the
slow-moving part, or the incompressible 
ow. By separating the acoustics from
the 
ow, we may compute the incompressible 
ow using a time step determined
by the 
ow speed only, and the acoustics using a time step determined by the
sound speed. It may seem that we have not gained anything, since the acous-
tics computations may still require a small time step. However, an assumption
in the derivation of these equations is that with proper initial conditions, the
wavelengths of the acoustic waves represented by the asymptotics must be large
compared to the size of the acoustic source. To see that, substitute the asymp-
totic expansions (11) and (12) into (7). in order to balance the O(1) terms we
must have

rp1 � O(M):

This implies that the sound pressure cannot change much over a short distance.
Thus, only coarse spatial resolution may be required for the acoustic waves,
and by the same CFL condition, large time steps can actually be taken for the
acoustics computations as well.

With the above scaling arguments in mind, we design the scheme described
below. We use one grid to resolve the incompressible 
ow and another grid
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grid for 
incompressible
flow

grid for 
acoustics

Figure 1: The layout of the grids used in the computations.

to resolve the acoustics. The grid for the incompressible 
ow will be a small,
�ne grid, near the center of the computational domain. Since the production
of sound by a 
uid is related to the dynamics of vorticity, the grid should at
least contain any non-zero vorticity in the 
ow (As we will see in our compu-
tational experiments, the grid actually needs to be larger than that). A larger,
coarse grid, which extends beyond the incompressible 
ow grid, is used for the
acoustics. On this grid the linear system of equations (13) and (14) are solved
using a �nite di�erence method. The incompressible 
ow �eld on the large grid
outside the small domain is assumed to be constant or potential (zero vorticity).
Figure 1 shows the typical layout of the grids.

The two computations \communicate" through the source term in (14). The
source term, the convective derivative of the incompressible pressure, is resolved
on a �ne grid, while the acoustics is to be computed on a coarse grid. Thus we
need to capture the essential sound producing features on the coarse grid. One
may devise various ways to represent the source on the coarse acoustic grid.
The easiest is to use the �ne grid values on the coarse grid where the coarse grid
meets the �ne grid. Alternately, one may average the source over all small cells

contained in a given large cell on the coarse grid. For the numerical experiments
presented in this paper, we have chosen the �rst technique. Other techniques
are under investigation.

The two problems could be advanced in tandem with the same time steps.
If one wishes, one can take smaller time steps in the acoustics computations; if
the incompressible 
ow data are available in time intervals such that the 
ow
is resolved, then any incompressible information necessary for the acoustics
computations may be obtained by performing interpolations in time. Since the
source of sound is derived from the incompressible 
ow, however, one must take
care not to advance the acoustics before the incompressible variables have been
obtained at any given time. Figure 2 shows a typical time-marching scheme.

Our algorithm is as follows:
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incompressible flow

computations

dtflow

acoustics computations 

dtsoundt 0

t 1

t 2

t 3

t 4

t 5

t 6

Figure 2: The di�erent time steps for the 
ow computations and the acoustics
computations. Here nacoustics = 2. If a second order interpolation is used, for
example, then tn, tn+1 would be computed before the acoustics is advanced
from tn.

For n = 1: nfinal

� Advance the incompressible 
ow variables v1 on the �ne grid to the next
time level

� Find v
1;n
t by a di�erence approximation

� Recover p1;n, p1;n
t from v1;n, v1;n

t on the �ne grid

� Compute fn = �(p1;n
t + v1;n � rp1;n) on the �ne grid

� Put the source term and the 
ow variables at tn on the coarse grid

� Advance acoustics from tn to tn+1 in nacoustics steps; interpolate the 
ow
variables in time to obtain the coe�cients and the source term in each
substep.

end

4 Numerical Implementation

Our procedure for determining the acoustic signals assumes that one has avail-
able the results of an incompressible 
ow calculation. In general, the incom-
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pressible 
ow solution can be generated by any numerical method. In our com-
putations the incompressible 
ow �eld was provided by a discrete vortex method
[15]. This method was chosen because it provides approximate solutions to two
dimensional, inviscid, incompressible 
ow, with rather minimal computational
e�ort. The method also provides solutions with the qualitative features of high
Reynold's number 
ows|that is, time-dependent 
ows which consist of interact-
ing concentrated vortex structures. Thus, the vortex method was particularly
useful as a tool in our investigations of the appropriate computational strategy
for determining the acoustic signal.

While the vortex method is Lagrangian, and the computational variable is
the vorticity ! = r� v1, it is possible to extract from the solutions the values
of the 
ow velocities v1 on the �ne, inner grid. It is convenient to have the 
ow
velocities on a grid, because we need to compute the incompressible pressure
p1. The pressure can be recovered by solving the Poisson's equation

r2p1 = ��0 div (v1 � r)v1; (15)

with the Neumann boundary conditions

@p1

@n
= ��0n � (v

1

t + v1 � rv1) (16)

evaluated at the boundaries of the small, inner grid. We in fact solve for p1t ,
the time derivative of the pressure, since that is required in the source term.
p1t satis�es a similar Poisson's equation, which may be obtained by taking the
time derivative of (15), with the boundary condition obtained by taking the
time derivative of (16). The term v1 � rp1 may be computed without solving
for p1, since by equation (9),

v1 � rp1 = �v1 � �0(v
1

t + v1 � rv1);

and all terms on the right hand side would be computed in the course of solving
for p1t .

The system (13) and (14) can be solved with any numerical method for
hyperbolic systems. We have implemented a fourth-order Runge-Kutta time
stepping and a fourth-order centered di�erencing in space with arti�cial viscos-
ity, with �rst-order absorbing boundary conditions described in [13] to represent
an in�nite domain by a �nite one. We have also implemented a robust upwind
scheme described in [14].

5 Numerical Experiments

Here we present the numerical results for sound generated by a �nite vortex
sheet and by a collection of vortices that simulate a wake.
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Figure 3: The strength of the �nite vortex sheet as a function of initial length.

5.1 Sound Generation by a Finite Vortex Sheet

We compute the sound generated by a �nite vortex sheet. This vortex sheet has
constant strength in the middle, and the strength falls o� rapidly but smoothly
to 0 at the two ends. Figure 3 shows the strength function in the vortex sheet.
This sheet of vorticity is represented by placing N vortex blobs of radius � of
strength

1

N
�

8>><
>>:

0; jxj > 3

8

1; jxj < 1

4

10(8x+ 3)3 � 15(8x+ 3)4 + 6(8x+ 3)5; � 3

8
� x � � 1

4

10(3� 8x)3 � 15(3� 8x)4 + 6(3� 8x)5; 1

4
� x � 3

8

on the interval [�1=2; 1=2] along the x-axis. The distribution of vorticity has
been chosen so that the vortex sheet strength vanishes at the tips of the sheet
and is three times continuously di�erentiable.

As the vortex sheet evolves, the ends of the vortex sheet roll up into two
concentrated vortices. These two vortices then precess in a counterclockwise
direction. Figure 4 shows the evolution of such a vortex sheet in time. A typical
acoustic pressure contour plot for such computations is shown in �gure 5. Sound
waves \spiral out" from the source region as the vortex sheet rolls up.

First we study our method by computing the acoustics �eld due to the �nite
vortex sheet characterized by N = 200, � = 0:25, with parameters chosen to
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Figure 4: The positions of the vortex blobs in a �nite vortex sheet at various
times T . Here N = 200, blob radius is � = 0:25.
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Figure 5: The acoustic pressure contours on [�8; 8]� [�8; 8] at T = 20. Here
N = 200, blob radius is � = 0:25.
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Figure 6: The acoustic pressure near (8; 0) (top) and (8; 8) (bottom) in time.
The acoustics computations are performed on the region [�8; 8]� [�8; 8] with
4x = 4y = 1=64. The 
ow is computed on the same region with the same
resolution.

correspond to a Mach number of about 0:35, for various spatial resolutions and

ow computation regions. We have arbitrarily chosen two points, one near
(8; 0), the other near (8; 8), to measure the acoustic pressure in time, instead of
examining the entire pressure �eld at various times.

We need to know how to choose a region on which the incompressible 
ow
and the acoustic source are computed. We shall make this choice empirically
by studying the acoustics �eld on a variety of 
ow regions and resolutions. In
these experiments, we compute the acoustics �eld on the region [�8; 8]� [�8; 8],
with meshes of 128 � 128 and 256 � 256 panels. We let the 
ow computation
region be [�2; 2]� [�2; 2],[�4; 4]� [�4; 4],[�6; 6]� [�6; 6], and [�8; 8]� [�8; 8],
with resolutions of 4x = 4y = 1=8; 1=16; 1=32. Runs where the resolution
of the acoustics computations is �ner than that of the 
ow computations are
omitted. A time step of 4t = 0:02 is used in both the 
ow computations and
the acoustics computations. The solutions are advanced up to time t = 50. As
an \exact" solution, we compute the acoustics on the region [�8; 8] � [�8; 8]
with 4x = 4y = 1=64, the 
ow on the same region with the same resolution,
and both with 4t = 0:01. This exact solution at (8; 0) and (8; 8) is plotted in
�gure 6.

For the same resolutions in the acoustics and the incompressible computa-
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Figure 7: The acoustic pressure near (8; 0) (top) and (8; 8) (bottom) in time.
The acoustics computations are performed on the region [�8; 8]� [�8; 8] with
128� 128 panels, and the 
ow is computed with the resolution of 4x = 4y =
1=16, on the regions [�2; 2] � [�2; 2] (dotted), [�4; 4] � [�4; 4] (dash-dot),
[�6; 6]� [�6; 6] (dashed), and [�8; 8]� [�8; 8] (solid).

tions, we compare the acoustic signals computed using di�erent source regions.
Figure 7 shows the acoustic signals in time near (8; 0) and (8; 8) computed us-
ing the acoustics region of [�8; 8]� [�8; 8] with 128� 128 panels, and the 
ow
regions of [�2; 2]� [�2; 2],[�4; 4]� [�4; 4],[�6; 6]� [�6; 6], and [�8; 8]� [�8; 8],
with 64�64; 128�128; 192�192; 256�256 panels, respectively. Figure 8 shows
the acoustic signals in time near (8; 0) and (8; 8) computed using the acoustics
region of [�8; 8]� [�8; 8] with 256� 256 panels, with the same 
ow regions and
resolutions. We see that, although the vorticity has compact support contained
in [�1; 1]� [�1; 1], the incompressible 
ow region [�2; 2]� [�2; 2] is not su�-
ciently large to contain the acoustic source. The sources computed in the other
three regions are similar enough, that the acoustic signals are comparable.

For another comparison of our data, we compute discrete analogue the root-
mean-square (rms) values of the acoustic signals over the time interval of length
T , where the acoustic signals exhibit periodic behavior. The rms value of the
acoustic signal at a point X is de�ned as

prms = (
1

T

Z
T

p(X; t)2dt)1=2;
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Figure 8: The acoustic pressure near (8; 0) (top) and (8; 8) (bottom) in time.
The acoustics computations are performed on the region [�8; 8]� [�8; 8] with
256� 256 panels, and the 
ow is computed with the resolution of 4x = 4y =
1=16, on the regions [�2; 2] � [�2; 2] (dotted), [�4; 4] � [�4; 4] (dash-dot),
[�6; 6]� [�6; 6] (dashed), and [�8; 8]� [�8; 8] (solid).
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[�4; 4]� [�4; 4] [�6; 6]� [�6; 6] [�8; 8]� [�8; 8]
1=8 1=16 1=32 1=8 1=16 1=32 1=8 1=16

128� 128 4:462 4:502 4:497 4:498 4:553 4:549 4:659 4:712

256� 256 N/A 4:411 4:411 N/A 4:364 4:365 N/A 4:548

Table I: The root-mean-square values �10�3 of the acoustic signals near (8; 0)
over the time interval [8; 23]. The acoustic pressure is computed on the re-
gion [�8; 8] � [�8; 8] with 4x = 4y = 1=8 (128 � 128 panels) and 1=16
(256 � 256 panels). The 
ow is computed on the regions [�4; 4] � [�4; 4],
[�6; 6]� [�6; 6],[8; 8]� [�8; 8], with resolutions of 4x =4y = 1=8, 1=16, 1=32.
Computations where the acoustics �eld would have �ner resolution than the

ow �eld are omitted. The \exact" solution has an rms value of 4:526� 10�3

over the time interval [8; 23].

[�4; 4]� [�4; 4] [�6; 6]� [�6; 6] [�8; 8]� [�8; 8]
1=8 1=16 1=32 1=8 1=16 1=32 1=8 1=16

128� 128 3:899 4:077 4:086 3:937 4:116 4:125 4:147 4:324

256� 256 N/A 4:048 4:055 N/A 4:020 4:028 N/A 4:248

Table II: The rms values �10�3 of the acoustic signals near (8; 8) over the time
interval [10; 25]. The \exact" solution has an rms value of 4:223� 10�3:

and its discrete analogue is

pdiscrete rms = (
4t

T

X
i

p(X; ti)
2)1=2;

where ti is within the speci�ed time interval. In this test problem, the time inter-
val corresponds to where the signals are the strongest. For the point (8; 0), the
time interval is approximately [8; 23]; for (8; 8), approximately [10; 25]. These
intervals are chosen by looking at the plots of acoustic signals near the two
points in time. Tables I and II show the rms values near (8; 0) and (8; 8), re-
spectively, for the various computations. We note that the rms values for each
�xed incompressible 
ow computation region exhibit convergent behavior.

Comparing the rms values for di�erent 
ow regions, we do not see a clear
convergent behavior; however, all values are within 5 per cent of the \exact"
value. As the 
ow computation region changes, so does the acoustic source.
Although the vorticity distribution is con�ned in a small region contained in the
source region for all times, the source term used in our computations, however,
does not have compact support. Our source is di�erent from those favored by,
for example, Powell [2] and M�ohring [9], which depend explicitly on the vorticity
distribution, and which thus have the same support as the vorticity distribution.

Figure 9 shows a typical contour plot of the acoustic source near the origin.
Near the origin where the vorticity is concentrated, the forcing function has large
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Figure 9: Contours of the acoustic source on [�2; 2]� [�2; 2] at t = 2:0.

magnitude and drops o� rapidly. In all four 
ow regions used in this group of
computations, the forcing functions are essentially the same here. Away from
the center, however, the forcing function only decays as 1=r2.

We can understand the decay rate by considering the estimates below. The
acoustic forcing function in Klainermann and Majda's formulation is

f = �
1


P0
(p1t + v1 � rp1);

the material derivative of the incompressible pressure. In a typical two-dimensional
incompressible 
uid 
ow with the vorticity con�ned in some bounded region,
the magnitude of the velocity jv1j behaves as the inverse distance, that is,

jv1j �
1

r
as r !1:
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This implies that

p1 �
1

r2
as r !1:

Therefore we should have, at least,

f �
1

r2
as r !1:

This behavior has been observed in our computations. Figure 10 shows a typical
log-log plot of the acoustic source along radial lines x = y, x = 0, and y = 0,
away from the origin. Indeed, we see that the source decays as 1=r2. We also see
that the decay rate degrades near the boundaries of the 
ow region; we suspect
that it is probably due to boundary conditions used in the computations of the
incompressible pressure and the assumptions on the 
ow near the boundary.
As the 
ow computation region is expanded, source errors due to limiting the
domain and the boundary conditions should diminish.

Next we examine whether even larger incompressible 
ow computation re-
gions have any signi�cant e�ect on the acoustic signals. In the second group
of experiments, we let the acoustics region be [�16; 16]� [�16; 16], with 4x =
4y = 1=8, and again we vary the size of the 
ow computation region, with a
�xed spatial resolution of 4x = 4y = 1=16. The rms values of the acoustic
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[�4; 4]2 [�6; 6]2 [�8; 8]2 [�12; 12]2 [�16; 16]2

near (8; 0) 4:410 4:473 4:644 4:654 4:625

near (8; 8) 3:489 3:512 3:787 3:596 3:635

Table III: The rms values �10�3 of the acoustic signals near (8; 0) and (8; 8),
in the time intervals [8; 23] and [10; 25], respectively. The acoustics is computed
on [�16; 16]� [�16; 16], with 4x = 4y = 1=16. The 
ow is computed on the
regions [�4; 4]� [�4; 4], [�6; 6]� [�6; 6], [�8; 8]� [�8; 8], [�12; 12]� [�12; 12],
and [�16; 16]� [�16; 16], with 4x = 4y = 1=16.

signals near (8; 0) and (8; 8) in the corresponding time intervals are presented
in table III.

Table III shows that for both (8; 0) and (8; 8), the rms values of the acoustic
signals computed using di�erent 
ow regions are within about 10 per cent of
each other. This indicates that features in the source term salient to sound
production have been contained in smaller 
ow computation regions. We do
not commit signi�cant errors by assuming a compact support for our acoustic
source.

When we compare rms values from this group of experiments to those in
tables I and II, another problem emerges. While the rms values near (8; 0) are
in fairly good agreement, the rms values near (8; 8) in table III are considerably
smaller than those in table II. A quick glance at the plots of the acoustic sig-
nals in �gure 11 con�rms this observation. In this �gure, we have plotted the
acoustic signals computed on [�16; 16]� [�16; 16] and on [�8; 8]� [�8; 8], with
the same 
ow computation and the same resolution on the acoustics region. At
(8; 0), the two solutions are nearly identical, as expected, but at (8; 8), there
are both amplitude and phase di�erences. The reason for the disparity in the
rms values near (8; 8) is the out
ow boundary conditions. We have not applied
any special treatment at the corners where the out
ow boundary conditions are
the most problematic. The re
ection, though having the same frequency, causes
the phase and amplitude errors. Near (8; 0) the out
ow boundary conditions
generates minimal numerical re
ection. These errors due to the boundary con-
ditions should not be of great concern; future improvement of our algorithm
shall include implementations of better out
ow boundary conditions.

With these analyses in mind, we compute the 
ow on the region [�4; 4] �
[�4; 4] and the acoustics on the region [�8; 8]� [�8; 8], for all subsequent runs
in this subsection.

As an application to our numerical method, we study some physical aspects
of the acoustic signals generated by the �nite vortex sheet rollup. For a �xed
blob radius, we examine the e�ect of the number of vortices in the discretization
of the vortex sheet on the acoustic signal. We �x � = 0:25 and study the acoustic
signal as a function of time near (8; 8) for N = 100; 200, and 400. In a vortex
simulation, it is often di�cult to tell, by observing the positions of the individual
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blobs, whether enough vortex blobs have been used in a simulation. We have
found that it is possible to use the acoustic signals due to a vortical con�guration
to determine the accuracy of the vortex motion simulation. For example, in this
test problem, we see that using 100 blobs to represent the vortex sheet is not
su�cient to simulate accurately the motion of the sheet, while using 200 vortex
blobs seem to improve the resolution of the vortex motions, as the acoustic
signal for N = 200 and N = 400 are very similar. This suggests that for the
blob radius of 0:25, using 200 vortex blobs should be su�cient to resolve the
motion of the vortex sheet.

For a fully resolved vortex sheet, the precession of two large composite vor-
tices does not go on forever|the two vortices merge and form a single composite
structure. For N = 200 and N = 400, the merger has occurred by about t = 20;
we do not observe the merger for N = 100 because it occurs after the timespan
of our computation. This merger in the vortex motion causes the acoustic sig-
nals to decrease. Figure 12 shows the acoustic pressure near (8; 8) up to t = 40
for these three di�erent N 's. For N = 200 and N = 400, the pressure drops
signi�cantly around t = 28. There is a delay of about 8 time units from the
approximate merger time. This drop in pressure can be understood by consid-
ering the e�ect of merger upon the acoustic source strength. Once the vortices
have merged into a single structure, the core of this structure is more or less a
radially symmetric distribution of vorticity, or a vortex patch. The vortices are
moved by the inviscid Euler's equation in 2-D, which, in vorticity formulation,
is

@!

@t
+ v � r! = 0; (17)

The term v�r! is very small, since the velocity of a vortex patch is in the tangen-
tial direction only, and the vorticity in the core is essentially radially symmetric.
Equation (17) then implies that @!

@t
is also very small. Aerodynamic sound is

due to the change of vorticity in time (see M�ohring [9]). Thus, upon merging,
the source of sound is diminished. This information has to be propagated to the
point of observation, about 8 length units away from the source, at the sound
speed of c = 1, and thus the delay time.

The sound before the merger of the two rolled-up ends is produced by the
precession of the two concentrated blobs. Before the merger, the two blobs
rotate about each other, approximately resembling the rigid rotation of two
point vortices of equal strengths. In such rotations, the angular frequency is a
constant. It is

@�

@t
=

�

4�a2
;

where � is the vortex strength, and 2a is the distance between the vortices. The
two vortices are indistinguishable, and so the con�guration at any given time is
identical to what it would be half a cycle later. Thus the fundamental acoustic
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Figure 12: Acoustic pressure near (8; 8) as a function of time, computed using
� = 0:25 and various numbers of vortices: (a) N = 100; (b) N = 200; (c)
N = 400.
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frequency should be twice the frequency of rotation, or

f0 =
1

2�

�

4�a2
=

�

4�2a2
:

In our vortex sheet, each of the two concentrated vortex blob contains exactly
half of the total vorticity of 1:5. The distance between the centers of the two
blobs is approximately 0:4, determined empirically by examining the positions
of the vortices at various times. For � = 0:75 and a � 0:2, we obtain f0 � 0:25,
in agreement with spectral analyses of the acoustic signals. As the two ends
gradually merge, the distance between the two centers decreases, and the pre-
cession frequency increases. One may discern this slight frequency modulation
of the acoustic signals in �gure 12.

5.2 Sound Generation by a Wake Simulation

We compute the sound generated by a con�guration of vortices simulating a
�nite vortex street. This simulation is due to Anderson [16]. In this simulation,
two point vortices of equal and opposite strengths �0:85 are introduced at every
time step at (0;�0:5), into a horizontal background 
ow of constant velocity
u = 1. In addition, a single point vortex of strength +1 is injected into the 
uid
at (0; 2) at the beginning of the simulation. The asymmetry causes the vortices
to oscillate as they travel downstream, creating a 
ow pattern similar to that
of a vortex street. The strength of a vortex is gradually decreased to zero after
they have participated in the simulation for 10 time units, thus keeping the
length of the vortex street �nite. The time it takes for the vortex strength to
decrease to zero is 5. Vortices of zero strength are removed, thus also keeping the
number of vortices in the simulation �nite. The vortices are moved according to
the incompressible Euler's equations in Lagrangian form. The positions of the
vortices in the course of the simulation at various times are shown in �gure 13.

An indication of the frequency of oscillation in the vortex street is the vertical

ow velocity at the origin. Figure 14 shows the vertical 
ow velocity at the origin

in the course of the computation. After a \warm up" period of about 20 time
units, the vertical velocity at the origin oscillates at a frequency of about 0:2.
This is the characteristic frequency of the 
ow.

In the acoustics computation, the incompressible 
ow variables are extracted
from the simulation on the region [�8; 24] � [�8; 8], with a grid of 128 by 64
panels. We solve the equations of acoustics on the region [�16; 48]� [�32; 32],
with a grid of 256 by 256 panels. The 
ow is advanced with a time step of 0:1,
while the acoustics is computed using a time step of 0:05. we let the vortices
evolve up to t = 50 before starting the acoustics calculation. Homogeneous
initial conditions are assumed for the acoustic variables. The approximate Mach
number is 0:752 for these computations A spectral analysis of the vertical 
ow
velocity in the course of the acoustics computation, starting at t = 50 is shown
in �gure 15.
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Figure 16: Acoustic pressure contours in the region [�16; 48] � [�32; 32] at
t = 100
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In the acoustic �eld, waves are produced around the source region. These
waves emanate outwards and are advected by the background 
ow. Complicated
structures are seen in the source region. Doppler e�ect is observed; the waves
are bunched up more tightly upstream than downstream. Figure 16 shows
the acoustic pressure contours at t = 100. We examine the acoustic pressure
as a function of time at various points. We collect data at points in the far
�eld, points directly downstream along the x-axis, and points directly above
the injection sites on the y-axis. Figure 17 shows the acoustic signal and its
spectrum at a point near the right top corner of the computational domain,
that is, a point in the far �eld. Figures 18 { 20 show the acoustic signals and
the normalized spectra at three points directly downstream, at (32; 0), (16; 0),
and (8; 0), respectively. And �gures 21 { 23 show the acoustic signals and the
normalized spectra at three points directly above the injection sites, at (0; 4),
(0; 8), and (0; 16), respectively.

As shown in �gure 17, the sound pressure in the far �eld peaks at the fre-
quency of about 0:2, same as the characteristic frequency of the 
ow. At points
directly downstream but outside the wake, as seen in �gures 18 and 19, the
sound pressure has a peak frequency of about 0:4, or twice the fundamental
frequency. At points directly downstream but inside the wake, as seen in �g-
ure 20, the acoustic signals are comprised of waves of various frequencies, with
the strongest component having the frequency of 0:4. At points above the injec-
tion sites the sound, as seen in �gures 21 and 22, pressure has a peak frequency
of about 0:2. As one gets further away from the injection sites, a component at
the frequency of 0:1 becomes stronger, as shown in �gure 23, No other harmonics
of the fundamental frequency is signi�cantly present.

We compare these results with numerical results obtained by Hardin and
Lamkin for the 
ow past a circular cylinder [17], although ours come from an
inviscid computation, no cylinder is present in our 
ow, and our simulation is �-
nite within the computational domain of the acoustics and by no means physical.
Hardin and Lamkin have found that in the sound signals, even harmonics of the
fundamental frequency of a 
ow past a cylinder, or the Strouhal frequency, are
present directly downstream, while odd harmonics of the Strouhal frequency
are present above the cylinder. Their �ndings agree with available measure-
ments (see [18] and [19]). Our results basically agree with those of Hardin and
Lamkin's. The di�erences may be attributed to properties of the wake simula-
tion and the acoustics computation: in the far �eld, the �nite vortex street is
seen only as a source oscillating at the characteristic frequency, thus we only get
the fundamental frequency there; while well within the �nite wake, there may
be features of the wake simulation that cause the spectrum to broaden; the ex-
traneous peak at 0:1 is probably due to initialization of acoustics computation;
both the initial conditions of the acoustics equations and the starting time of
the acoustics computation a�ect the relative magnitude of this component, and
it is only a transient e�ect.
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Figure 17: Acoustic signal near (46; 32) and its normalized spectrum.
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Figure 18: Acoustic signal near (32; 0) and its normalized spectrum.
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Figure 19: Acoustic signal near (16; 0) and its normalized spectrum.
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Figure 20: Acoustic signal near (8; 0) and its normalized spectrum.
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Figure 21: Acoustic signal near (0; 4) and its normalized spectrum.
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Figure 22: Acoustic signal near (0; 8) and its normalized spectrum.
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Figure 23: Acoustic signal near (0; 16) and its normalized spectrum.

6 Conclusions and Future Work

This investigation was begun in an e�ort to assess the feasibility of computing
the acoustic signals in low Mach number 
ows by computing corrections to the
incompressible 
ows. Our computational results show that this approach may
be a useful alternative to direct numerical solutions of slightly compressible
problems.

Many improvements of the current algorithm can be made. In order to
make our algorithm more useful for 
ows with smaller Mach numbers, we need
to improve the representation of the �ne source on the coarse grid. More so-
phisticated grid composition techniques can be incorporated into our method.
Methods such as composite grid (CMPGRD) [20] or adaptive mesh re�nement
(AMR) (see, for example, [21]) may be used in the acoustics calculations, the
incompressible computations, or both.

Our numerical technique may be used as a diagnostic tool for various in-
compressible 
ow phenomena. We have already seen how it may help us to
determine whether a numerical discretization is su�cient. Furthermore, our
technique may allow us to \listen in" on the formation of the singularities,
and the acoustic signals may be used to classify them, as done analytically by
Ca
isch and Lund [22].

Our technique may easily be modi�ed to compute sound generation in 3-D

ows with no boundary, since the asymptotic expansions are valid for any num-
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ber of space dimensions. The usefulness of our technique will be closely linked
to the availability of three dimensional incompressible data. Supercomputing
techniques will be necessary in three-dimensional computations. We would also
like to extend our technique to investigate the sound generation process by 
ows
with boundaries, such as 
ow past an object, and 
ows involving chemical or
thermal processes, such as low Mach number combustion; for these problems,
further studies of the asymptotics are needed.
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